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Fitting Method 1:  local regression (LOESS)





To investigate the form of the regression curve relating sample concentrations to date of sample, a flexible non-parametric fitting method was implemented by the SAS procedure PROC LOESS (SAS for Windows, Version 9.3).  This method was implemented by sequentially fitting quadratic functions of time to subsets of concentration values surrounding each observed concentration value, and then drawing a smooth curve through the fitted values.  Data points within these subsets were weighted by a decreasing function of their distance from the value being fitted.  A smoothing parameter determined the percent of fiber values included in each subset and was constant across all subsets. The optimum smoothing parameter was determined by a grid search, in order to identify the value that minimized the Akaike Information Criterion with Correction (AICC), a criteria for determining model fit.	Comment by fantom: Needs better discussion and justification for choice of local quadratic fit over local linear fit.

Perhaps revise the sentence to acknowledge there are two ways to implement the LOESS procedure: Local linear fit and local quadratic fit.  The local quadratic fit was selected for the following reasons….	Comment by fantom: I think I understand that these subsets are the points within the data windows in which the LOESS regressions are being fit but the language could be improved to clarify this point	Comment by fantom: Does this mean the span (window) was forced to be the same for all jobs?
Is that desirable?  Was this the only it would work/converge. More description here will clarify the methods.





These non-parametric plots generally reflect a decrease in exposure over time with steeper decline in the mid-1970’s followed by a shallower decline in later years.  However, the results were quite erratic with large variability (see Figure F4.1).  This variability was judged to be related to variations in the amount of data available over various time spans rather than to authentic variations in concentration.  On this basis, the LOESS approach was not pursued further, however, it did suggest that exponential models could be a reasonable parametric form. 	Comment by fantom: This is what bothered me about constraining the window size to be the same for each job type since they have very different amounts of information.





Fitting Method 2:  Exponential Models with Job-Specific Slopes





The second fitting method that was evaluated assumed a nonlinear regression model to describe the relationship between fiber concentrations and time. At time t, it was assumed that    





C(t)= μ(t) + et





where μ(t) = mean of C(t) at time t, and et is a normally distributed error term with mean 0.





A two parameter exponential function was assumed to characterize mean fiber concentration at time t:





μ(t) = a ∙ exp (-b ∙ t)	 a>0, b>0





The intercept parameter (a) and the slope parameter (b) were expressed in terms of exponentiated functions [a = exp(a0), b = exp(b0)] to guarantee that a, b, and μ(t) could only take on positive values.  Time t was coded as number of years from 1/1/1970 (an arbitrary frame of reference) to the date of sampling to facilitate model convergence.





When the data were grouped by job and by year, a plot of variance versus mean concentration revealed that variance between samples tended to increase as mean concentration increased.  Consequently, the variance of the error term was assumed to be non-constant and was modeled as a power function (θ) of the mean fiber concentration at time t, multiplied by a scale parameter σ2 which reflects the overall level of precision in C(t) (similar to σ2 in ordinary linear regression):	Comment by fantom:  A power function is one reasonable choice but there may be others, what was the justification for selecting the power function this one?





Var{C(t)}= σ2 . μ(t)θ  





The parameters in the regression model were estimated by iteratively reweighted least squares (IRWLS).  The parameter θ in the variance model was estimated by manual grid searches, where powers between 0.1 and 2 were tried.  Sensitivity analyses were performed in which θ was altered when the final model regression was determined.  The power of θ=1 allowed model convergence for all trionizing jobs.  After model parameters were estimated, σ2 was estimated by calculating the mean-squared error (MSE), equal to the weighted sum of squared deviations of observed minus mean concentrations, divided by the sample size minus number of parameters (=2 for this model). The weights were equal to the inverse of mean concentration to the power θ at each time.  Analyses were implemented using the SAS procedure PROC NLIN (SAS for Windows, Version 9.3).  	Comment by fantom: Unclear, need sequential procedure.  Maybe UC needs to proofread.

Hard to concur with what was done when we don’t understand.	Comment by fantom: I was generally confused by this paragraph.  Seems like it needs to be re-written for clarity.  Maybe a step by step procedural description.	Comment by fantom: Does that mean others did not converge?

Why not optimize on both parameters?  





When each job was fit individually, most yielded reasonable fits (see Figure F4-2).  However, cleanup and blender yielded fits in which predicted concentrations for 1972-1973 were substantially higher than could be justified with known information about the manufacturing process.  These results were judged to be due mainly to the absence of data in the early time frame (1972-1973), and were considered to be unreliable.  On this basis, this approach (use of independent parameters for each job) was not pursued further.





Fitting Method 3:  Exponential Models with Common Slopes for Grouped Jobs





In order to avoid the unrealistic results generated when each job was allowed to have a separate slope term, a strategy of grouping jobs expected to show a similar rate of decline in airborne fiber levels was employed to obtain more reliable and realistic fits.  Based on the expectation that the rate of decline in average exposure level was likely to be similar for trionizing jobs in the same general area, the trionizing jobs were grouped into two categories: jobs located inside the trionizing building (indoor trionizing jobs) and jobs located in the railroad yard (outdoor trionizing jobs).  Indoor jobs included blender, cleanup, dryer, expander, feeder, mill, and resin, while outdoor jobs included track unload and track other.





For each group, the data were fit to the model, requiring the slope parameter (b) to be the same for all jobs within the same group.  Results are displayed in Figure F4-3.





Fitting Method 4:  Segmented Exponential Models





The fourth approach that was testedevaluated was similar to the third approach, except that the data were divided into two or three time segments, with different exponential curves fit to each segment.  This approach was based on the expectation that the rate of decline in average exposure levels in the trionizing department was related to the timing and effectiveness of various engineering controls.  As discussed previously (see Section xx), a number of different engineering controls were installed over time, with the largest decreases in dust level tending to occur in the 1976 to 1980 time frame.  After 1980, Libby vermiculite was no longer used, and exposure levels tended to be low and relatively constant.  Based on this, for indoor trionizing jobs, the data were fit using a three-segment approach, with the time segments being defines as follows:





	Segment 1:  Prior to 1/1/1976


	Segment 2:  1/1/1976 to 12/31/1980


	Segment 3:  1/1/1981 and after





As noted previously, it is not expected that engineering controls installed to reduce indoor exposures in the trionizing department would have significant impact on the outdoor exposure levels, so outdoor trionizing jobs (track other and track unload) were fit to a two-segment model, with the break point between segments occurring at 1/1/1981, when Libby vermiculite was no longer used.  Results are shown in Figure F4-4.


 


Selection of the Preferred Fitting Approach





In choosing between fitting Strategy 3 and fitting Strategy 4, two factors were considered:  statistical accuracy of the fitted model, and consistency with the general understanding of the impact of engineering controls at the Marysville facility.





The accuracy of the estimation model was determined by calculating the mean squared error (MSE), where MSE was calculated as the sum of the squared derivations between observed and predicted values (SSE) divided by n-p, where n is the number of data points and p is the number of model parameters.  For both indoor and outdoor jobs, the segmented approach was more accurate than the un-segmented approach (Strategy 3), as shown in table F4.2:	Comment by KChris03: Probably better to say ‘goodness of fit’ rather than accuracy. 

REPLY:  OK 

Also, we had (as in Tom’s 10/5 email) asked whether chi-square statistics could be used for model comparison, is that still something we want to pursue?

REPLY:  UC statistician has stated that chi-square statics are not appropriate for evaluating quality of fit to the types of models used here.





Table F4.2.  Fitting Statistics for Trionizing Jobs


			Data Set


			No. of Segments


			MSE





			Indoor


			1


			5.80





			trionizing


			3


			5.08





			Outdoor


			1


			33.6





			trionizing


			2


			31.5
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To investigate the form of the regression curve relating sample concentrations to date of sample, a flexible non-parametric fitting method was implemented by the SAS procedure PROC LOESS (SAS for Windows, Version 9.3).  This method was implemented by sequentially fitting quadratic functions of time to subsets of concentration values surrounding each observed concentration value, and then drawing a smooth curve through the fitted values.  Data points within these subsets were weighted by a decreasing function of their distance from the value being fitted.  A smoothing parameter determined the percent of fiber values included in each subset and was constant across all subsets. The optimum smoothing parameter was determined by a grid search, in order to identify the value that minimized the Akaike Information Criterion with Correction (AICC), a criteria for determining model fit.	Comment by fantom: Needs better discussion and justification for choice of local quadratic fit over local linear fit.

Perhaps revise the sentence to acknowledge there are two ways to implement the LOESS procedure: Local linear fit and local quadratic fit.  The local quadratic fit was selected for the following reasons….	Comment by fantom: I think I understand that these subsets are the points within the data windows in which the LOESS regressions are being fit but the language could be improved to clarify this point	Comment by fantom: Does this mean the span (window) was forced to be the same for all jobs?
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These non-parametric plots generally reflect a decrease in exposure over time with steeper decline in the mid-1970’s followed by a shallower decline in later years.  However, the results were quite erratic with large variability (see Figure F4.1).  This variability was judged to be related to variations in the amount of data available over various time spans rather than to authentic variations in concentration.  On this basis, the LOESS approach was not pursued further, however, it did suggest that exponential models could be a reasonable parametric form. 	Comment by fantom: This is what bothered me about constraining the window size to be the same for each job type since they have very different amounts of information.



Fitting Method 2:  Exponential Models with Job-Specific Slopes



The second fitting method that was evaluated assumed a nonlinear regression model to describe the relationship between fiber concentrations and time. At time t, it was assumed that    



C(t)= μ(t) + et



where μ(t) = mean of C(t) at time t, and et is a normally distributed error term with mean 0.



A two parameter exponential function was assumed to characterize mean fiber concentration at time t:



μ(t) = a ∙ exp (-b ∙ t)	 a>0, b>0



The intercept parameter (a) and the slope parameter (b) were expressed in terms of exponentiated functions [a = exp(a0), b = exp(b0)] to guarantee that a, b, and μ(t) could only take on positive values.  Time t was coded as number of years from 1/1/1970 (an arbitrary frame of reference) to the date of sampling to facilitate model convergence.



When the data were grouped by job and by year, a plot of variance versus mean concentration revealed that variance between samples tended to increase as mean concentration increased.  Consequently, the variance of the error term was assumed to be non-constant and was modeled as a power function (θ) of the mean fiber concentration at time t, multiplied by a scale parameter σ2 which reflects the overall level of precision in C(t) (similar to σ2 in ordinary linear regression):	Comment by fantom:  A power function is one reasonable choice but there may be others, what was the justification for selecting the power function this one?



Var{C(t)}= σ2 . μ(t)θ  



The parameters in the regression model were estimated by iteratively reweighted least squares (IRWLS).  The parameter θ in the variance model was estimated by manual grid searches, where powers between 0.1 and 2 were tried.  Sensitivity analyses were performed in which θ was altered when the final model regression was determined.  The power of θ=1 allowed model convergence for all trionizing jobs.  After model parameters were estimated, σ2 was estimated by calculating the mean-squared error (MSE), equal to the weighted sum of squared deviations of observed minus mean concentrations, divided by the sample size minus number of parameters (=2 for this model). The weights were equal to the inverse of mean concentration to the power θ at each time.  Analyses were implemented using the SAS procedure PROC NLIN (SAS for Windows, Version 9.3).  	Comment by fantom: Unclear, need sequential procedure.  Maybe UC needs to proofread.

Hard to concur with what was done when we don’t understand.	Comment by fantom: I was generally confused by this paragraph.  Seems like it needs to be re-written for clarity.  Maybe a step by step procedural description.	Comment by fantom: Does that mean others did not converge?

Why not optimize on both parameters?  



When each job was fit individually, most yielded reasonable fits (see Figure F4-2).  However, cleanup and blender yielded fits in which predicted concentrations for 1972-1973 were substantially higher than could be justified with known information about the manufacturing process.  These results were judged to be due mainly to the absence of data in the early time frame (1972-1973), and were considered to be unreliable.  On this basis, this approach (use of independent parameters for each job) was not pursued further.



Fitting Method 3:  Exponential Models with Common Slopes for Grouped Jobs



In order to avoid the unrealistic results generated when each job was allowed to have a separate slope term, a strategy of grouping jobs expected to show a similar rate of decline in airborne fiber levels was employed to obtain more reliable and realistic fits.  Based on the expectation that the rate of decline in average exposure level was likely to be similar for trionizing jobs in the same general area, the trionizing jobs were grouped into two categories: jobs located inside the trionizing building (indoor trionizing jobs) and jobs located in the railroad yard (outdoor trionizing jobs).  Indoor jobs included blender, cleanup, dryer, expander, feeder, mill, and resin, while outdoor jobs included track unload and track other.



For each group, the data were fit to the model, requiring the slope parameter (b) to be the same for all jobs within the same group.  Results are displayed in Figure F4-3.



Fitting Method 4:  Segmented Exponential Models



The fourth approach that was testedevaluated was similar to the third approach, except that the data were divided into two or three time segments, with different exponential curves fit to each segment.  This approach was based on the expectation that the rate of decline in average exposure levels in the trionizing department was related to the timing and effectiveness of various engineering controls.  As discussed previously (see Section xx), a number of different engineering controls were installed over time, with the largest decreases in dust level tending to occur in the 1976 to 1980 time frame.  After 1980, Libby vermiculite was no longer used, and exposure levels tended to be low and relatively constant.  Based on this, for indoor trionizing jobs, the data were fit using a three-segment approach, with the time segments being defines as follows:



	Segment 1:  Prior to 1/1/1976

	Segment 2:  1/1/1976 to 12/31/1980

	Segment 3:  1/1/1981 and after



As noted previously, it is not expected that engineering controls installed to reduce indoor exposures in the trionizing department would have significant impact on the outdoor exposure levels, so outdoor trionizing jobs (track other and track unload) were fit to a two-segment model, with the break point between segments occurring at 1/1/1981, when Libby vermiculite was no longer used.  Results are shown in Figure F4-4.

 

Selection of the Preferred Fitting Approach



In choosing between fitting Strategy 3 and fitting Strategy 4, two factors were considered:  statistical accuracy of the fitted model, and consistency with the general understanding of the impact of engineering controls at the Marysville facility.



The accuracy of the estimation model was determined by calculating the mean squared error (MSE), where MSE was calculated as the sum of the squared derivations between observed and predicted values (SSE) divided by n-p, where n is the number of data points and p is the number of model parameters.  For both indoor and outdoor jobs, the segmented approach was more accurate than the un-segmented approach (Strategy 3), as shown in table F4.2:	Comment by KChris03: Probably better to say ‘goodness of fit’ rather than accuracy. 

REPLY:  OK 

Also, we had (as in Tom’s 10/5 email) asked whether chi-square statistics could be used for model comparison, is that still something we want to pursue?

REPLY:  UC statistician has stated that chi-square statics are not appropriate for evaluating quality of fit to the types of models used here.



Table F4.2.  Fitting Statistics for Trionizing Jobs

		Data Set

		No. of Segments

		MSE



		Indoor

		1

		5.80



		trionizing

		3

		5.08



		Outdoor

		1

		33.6



		trionizing

		2

		31.5
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